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Abstract
Solar cook stoves are becoming an increasingly popular and sustainable option for cooking food, especially in areas where access to traditional cooking fuels is limited or where deforestation is a concern. However, the performance of solar cook stoves can be affected by various factors such as weather conditions, time of day, and geographic location. The developed stove was tested in Agadez, Niger Republic on 9th December 2022, in the cold season, and obtained a temperature of 76.4°C with radiation at noon of 727 W/m² and a total daily radiation of 5044 W/m². To improve the performance of solar cook stoves, researchers have turned to artificial intelligence (AI) based models, specifically artificial neural networks (ANN), for prediction. In this research, ANN was adopted to predict the performance of solar cook stoves. The ANN model employed the use of feed-forward back propagation as network type, trainlm as a training function, learngdm as learning function, and Mean Square Error (MSE) as performance function, best result was obtained with 2 layers, 10 neurons in the hidden layer and tansig as a transfer function. For the algorithms, Levenberg-Marquadt was used in training. The experimental data were divided by 70% for training and 30% for testing. Based on the various interpretations provided, it appears that the Artificial Intelligence (AI) based models for the prediction of Solar Cook Stove performance have shown promising results. In the sensitivity analyses, M11 was the function for the Test Temperature, and M12 was for Test Temperature and Solar Radiation. Model M11: Training Phase: MSE ≈ 0.1, RMSE ≈ 0.2, Testing Phase: MSE ≈ 0.05, RMSE ≈ 0.15, Model M12, Training Phase: MSE ≈ 0.05, Testing Phase: MSE ≈ 0.05, RMSE ≈ 0.45, Model M12 has a higher RMSE during testing compared to Model M11, indicating lower predictive accuracy. The scatter plots of observed versus predicted values for both M11 and M12 indicate a fairly strong positive correlation. Furthermore, the radar plots of goodness of fit (measured by R-squared values) suggest that both models perform relatively well, with M12 showing a higher degree of fit compared to M11. The error of fit graph, presented as a bar plot, also shows that the testing phase for M12 is significantly more accurate, with a much lower mean squared error (MSE) and root mean squared error (RMSE) compared to M11.
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1. Introduction

Solar cook stoves are a sustainable and eco-friendly alternative to traditional cooking methods that use fossil fuels. They utilize solar energy to cook food and are particularly useful in areas where electricity or fuel sources are scarce. With the increasing demand for sustainable and renewable energy solutions, the use of solar cookstoves is gaining popularity worldwide. The aim and objectives of implementing box-type solar cookers in Nigeria revolve around promoting sustainable development, improving public health, enhancing energy security, and mitigating climate change impacts while harnessing the abundant solar energy resources available in the country.

The research’s significance lies in presenting real-world evidence and valuable insights regarding the practicality and dependability of AI-driven models for forecasting the performance of solar cook stoves in Agadez, Niger. By assessing these models using actual data, the research can advise decision-makers, scholars, and professionals about the viability and efficiency of employing AI technologies to optimize the use of solar energy for cooking in resource-limited environments.

Moreover, the research’s discoveries can contribute to progressing renewable energy studies by pinpointing ways to enhance AI-based modeling methods, refining input factors, and improving the precision of predictions tailored to Agadez’s distinctive environmental and socio-economic conditions. This information can ultimately promote the broader acceptance and integration of solar cookstoves as a sustainable solution for cooking and tackling energy poverty in similar regions across Africa and other areas.

A box-type solar cooker, also known as a solar box cooker, is a device that uses the sun’s energy to cook food. It consists of an insulated box with a clear lid, which allows sunlight to enter and heat up the box. The box is also lined with a reflective material, such as aluminum foil or reflective panels, to reflect and concentrate the sunlight onto the cooking pot. Box-type solar cookers are designed to be easy to use and require minimal supervision. Once the food is placed inside the cooking pot and the lid is closed, the cooker will begin to heat up, and the food will cook gradually. Cooking times may vary depending on the intensity of the sunlight and the type of food being cooked, but generally, it takes longer to cook with a solar cooker than with traditional stoves. One of the advantages of box-type solar cookers is that they do not require any fuel to operate, making them an environmentally friendly and sustainable option. They are also safe to use, as there is no open flame or smoke involved. Additionally, they can be used in areas where there is no access to electricity or gas, making them ideal for camping, picnics, and outdoor activities.

AI-based models have been developed to predict the performance of solar cook stoves. These models use machine learning algorithms to analyze data related to the design, construction, and usage of solar cook stoves. By analyzing this data, AI models can predict the efficiency and effectiveness of a particular solar cook stove design under different environmental conditions. AI-based models for the prediction of solar cook stoves have numerous benefits. They can help researchers and designers optimize the design and performance of solar cook stoves, making them more efficient and effective in various conditions. Additionally, these models can provide insights into the behavior of solar cook stoves and identify potential areas for improvement.

2. Literature Review

In a study published in the Journal of Solar Energy, researchers developed an ANN-based model for predicting the performance of a solar box cooker under different weather conditions [1]. The model used input variables such as solar irradiance, ambient temperature, and wind speed, and was trained on experimental data collected from a solar box cooker. The results showed that the ANN model was able to accurately predict the cooking time and the temperature of the food, with a mean absolute error of less than 3%. This model used input variables such as ambient temperature, wind speed, and solar irradiance, and was trained on experimental data collected from a solar box cooker. The results showed that the ANN model was able to accurately predict the cooking time and the
Another study published in the Journal of Energy Storage. The authors developed an ANN-based model for predicting the performance of a phase change material (PCM)-integrated solar box cooker [3]. The model used input variables such as PCM melting temperature, solar irradiance, and ambient temperature, and was trained on experimental data collected from a PCM-integrated solar box cooker. The results showed that the ANN model was able to accurately predict the cooking time and the temperature of the food, with a mean absolute error of less than 5%. In a study published in the Renewable Energy Journal, researchers developed an ANN model for predicting the performance of a multi-layered solar box cooker [3]. The model used input variables such as the number of layers, the thickness of each layer, and solar irradiance, and was trained on experimental data collected from a multi-layered solar box cooker. The results showed that the ANN model was able to accurately predict the cooking time and the temperature of the food, with a mean absolute error of less than 5%. ANN-based model was developed for predicting the performance of a solar box cooker with different glazing materials [4]. The model used input variables such as the type of glazing material, solar irradiance, and ambient temperature, and was trained on experimental data collected from a solar box cooker with different glazing materials. The results showed that the ANN model was able to accurately predict the cooking time and the temperature of the food, with a mean absolute error of less than 4%. The study’s findings may have limited generalizability due to the specific experimental conditions used for training and testing the Artificial Neural Network (ANN) model. The model’s accuracy and reliability heavily depend on the quality and quantity of the experimental data used. The model’s performance may be influenced by the specific design and configuration of the solar box cooker used in the experimental setup. The study also reports a mean absolute error of less than 3% for predicting cooking time and food temperature, but other performance metrics could provide a more comprehensive assessment of the ANN model’s accuracy and robustness.

In the light of the presented literature review, this study showcases a methodical strategy for overcoming the challenges linked to AI-based models used to predict the performance of solar cook stoves. Through the integration of thorough experimental methods, strong validation techniques, and clear reporting standards, the research contributes to enhancing the comprehension and use of AI in renewable energy studies.

3. Research Methodology

This research Artificial Intelligence Based Models for the prediction of Solar Cook Stove performance tested in Agadez, Niger Republic (AIBMSCSP) was carried out in Agadez, in Niger Republic. Agadez is a city located in the northern part of Niger Republic, in the Sahara Desert. It is situated at an altitude of 520 meters above sea level and covers an area of about 36,000 square kilometers. The city is known for its unique geography and is surrounded by Rocky Mountains, sand dunes, and desert plains.

The climate of Agadez is classified as arid or desert climate. It is characterized by hot and dry weather, with little or no rainfall throughout the year. The temperature in Agadez during the cold season (December) can drop to as low as 10°C at night and rise to around 30°C during the day. The weather is generally sunny during the day, with clear blue skies and low humidity. Dust storms are common during this season due to the dry and windy conditions. The aridity of the region is due to the location of Agadez in the Saharan Desert, which receives very little rainfall and has high evaporation rates.

Locally available materials were used in constructing the Parabolic and Box Type Solar Cooker. Plain wood, battery bank, sensor box, reflector polyethylene, metal sheet, nails, metallic door adjuster, and glue were some of the materials used. The box-type solar cooker was made up of some components: a wooden container, an absorber plate (heat collector), a reflector, and a glass lid.

A basic box container (0.61m x 0.45m) with a height of 0.2m was fabricated. An absorber metal
plate with a dimension of 0.61m x 0.45m was fabricated and painted black, and internally placed at the bottom of the cooker on top of the bottom wood to absorb the directed and reflected solar radiation. As a reflector, all of the interior walls of the box were coated with glowing polyethylene. A clear perplex glass— with good transmissivity, of 4mm thick was fixed to the top of the created box. To reflect more solar energy, a 0.63m x 0.47m reflector hinged at the top of the cooker was used. For tracking, an adjustable lever was used. Two temperature sensors in a box powered by a battery were placed one inside the cook stove and the other outside to get both temperatures. Hourly temperatures with irradiance and the two temperatures were recorded for ten hours beginning from 07:00 hrs. In summary, the box cooker was taken out in the sun, and the cover lid was left open at angle of 60oC. Two temperature sensors were used in the experiment, one was inserted in the cooker, recording internal cookstove temperature and the other recording outside ambient temperature (Figure 1 and 2). The readings including solar irradiance were recorded on hourly basis for ten hours.

![Temperature Control with Battery Bank](image)

Figure 1: Temperature Control with Battery Bank.

Incorporating stratification and randomization approaches for data splitting is critical for minimizing bias and ensuring that the results are generalizable and thus increasing the study’s robustness. Data Pre-processing: The dataset was cleaned and normalized to ensure quality and consistency. (i) Two AI models (M11 and M12) were created using machine learning algorithms to predict solar cook stove performance; (ii) Prior to data splitting, stratification procedures were used to verify each subset (training).

3.1 Research Design
3.1.1 Method
This section explains how to use different machine learning models to predict the performance of box-type solar cookstoves developed and tested in Agadez through a chain of steps and processes. Schematically, it includes data pre-processing data, and normalizing the values. Normalization helps the algorithm in modelling the data correctly by putting the numbers in the columns on a more
common scale. This is, however, done without changing the different ranges of values or losing values. Further, sensitivity analysis was done to figure out which parameters were most valuable and vital to the target variable [5], [6], [7]. This step is the most important AI-based step to take to achieve the best results with a minimal amount of input according to several sources [5], [6], [8], [9].

Next is using the models or their different combinations in processing the data. Based on equation 1 below, the data set used in this work has been scaled and normalized so that it falls in the range of 0 to 1. Another important use of data normalization before AI modelling is to reduce the amount of duplicate data and the number of big mistakes [7].

\[
y = 0.05 + \left( 0.95 \times \frac{x - x_{\min}}{x_{\max} - x_{\min}} \right)
\]

(1)

It’s important to note that the simulated data used in this study came from the results obtained in the conducted experiments.

Fig. 3 shows a general flowchart of the proposed method used in this study. The suggested modelling paradigm is utilised to simulate SGRF for model creation based on the correlation coefficient between the variables. Based on sensitivity analysis, Equation 2 shows how to choose and combine the inputs.

\[
AIBMSCSP = \begin{cases} 
M_1 = \Phi(T_t) \\
M_2 = \Phi(T_t + SR)
\end{cases}
\]

Where M1–M4 show how the two models are combined, \(\Phi\) is the function for each input variable. In this study, a total of 10 experimental data points were split into training (70%) and testing (30%) phases using external validation. In any deep learning or machine learning approach, one of the main goals is to make sure that the models fit within the acceptable data sets based on the indicators used. This is done to get a reliable and robust simulation of the unknown data set. Still, problems like "overfitting" and "local minima" shows that the data set needs to be validated. As a
result, the performance of the training data may not be good enough, especially if the analysis used a relatively small data set [10], [11], [12].

3.1.2 ARTIFICIAL NEURAL NETWORK (ANN)

ANN belongs to the network structure functions and learning algorithm groups. Based on a mathematical model, ANN is a model that is made to work like the brain by learning and processing information [13], [14]. Among the different types of ANN, the most popular and widely used method is the FFNN with Back Propagation (B.P.) algorithm. BBNN is a feed-forward neural network with many layers (FFNN). Most people agree that BPNN is a three-layer network that is usually trained with the Levenberg–Marquardt algorithm (see Fig. 4), which shows how BPNN is built. The main idea behind BPNN is that the weight is changed based on the mean square error of the output until the error is as small as possible. This lets the network learn from the training data [14], [15].

After the development of the model, the prediction accuracy’s of the ANN–Tansig, is evaluated through four statistical indicators, namely root mean square error (RMSE), Coefficient of determination (R), and coefficient of correlation ($R^2$). The RMSE (0 < RMSE < $\infty$), R (−1 < R < 1), and $R^2$ (0 < $R^2$ < 1) are expressed as:

I. Root mean square error

Figure 3: An overview of the suggested technique for this research is shown in the flowchart.
Figure 4: Architecture of ANN Model.

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (SGRF_{com,i} - SGRF_{pre,i})^2} \quad (3)
\]

II. Mean Square Error

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (SGRF_{com,i} - SGRF_{pre,i})^2 \quad (4)
\]

III. Coefficient of Determination[16]

\[
R = 1 - \left[ \frac{\sum_{i=1}^{N} (SGRF_{com,i} - SGRF_{pre,i})^2}{\sum_{i=1}^{N} (SGRF_{com,i} - SGRF_{com})^2} \right] \quad (5)
\]

IV. Correlation Coefficient

\[
R^2 = \frac{\sum_{i=1}^{N} (SGRF_{com,i} - SGRF_{com} - SGRF_{pre}) (SGRF_{pre,i} - SGRF_{pre})}{\sqrt{\sum_{i=1}^{N} (SGRF_{com,i} - SGRF_{com})^2 \sum_{i=1}^{N} (SGRF_{pre,i} - SGRF_{pre})^2}} \quad (6)
\]
4. Result Analysis and Discussions

Virtually, every machine learning data analysis is based on the data at hand. Hence, statistical visualization with input-output mathematical indicators is vital because they show the type of connection between inputs and outputs and their strength while doing the work. By fitting the data into a regression model to get rid of noise in the data, statistical analysis is important in the data trend series. Table 1 shows the statistical characteristics that give a good description, while Table 2 shows how the parameters that will be used for future selection are related to each other. Based on how well the parameters fit with each other, two models were obtained.

**Table 1: The Raw Data**

<table>
<thead>
<tr>
<th>Time</th>
<th>Test Temperature (°C)</th>
<th>Solar Radiation (w/m²)</th>
<th>Cookstove temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>07:00 a.m.</td>
<td>25.77</td>
<td>8</td>
<td>41.55</td>
</tr>
<tr>
<td>08:00 a.m.</td>
<td>31.36</td>
<td>225</td>
<td>48.29</td>
</tr>
<tr>
<td>09:00 a.m.</td>
<td>35.8</td>
<td>417</td>
<td>66.35</td>
</tr>
<tr>
<td>10:00 a.m.</td>
<td>37.78</td>
<td>572</td>
<td>69.8</td>
</tr>
<tr>
<td>11:00 a.m.</td>
<td>38.73</td>
<td>678</td>
<td>72.7</td>
</tr>
<tr>
<td>12:00 p.m.</td>
<td>39.95</td>
<td>727</td>
<td>79.4</td>
</tr>
<tr>
<td>01:00 p.m.</td>
<td>37.75</td>
<td>718</td>
<td>73.83</td>
</tr>
<tr>
<td>02:00 p.m.</td>
<td>37.82</td>
<td>650</td>
<td>69.95</td>
</tr>
<tr>
<td>03:00 p.m.</td>
<td>34.92</td>
<td>529</td>
<td>63.41</td>
</tr>
<tr>
<td>04:00 p.m.</td>
<td>31.67</td>
<td>361</td>
<td>56.28</td>
</tr>
</tbody>
</table>

**Table 2: Correlation of raw data**

<table>
<thead>
<tr>
<th>07:00 a.m.</th>
<th>08:00 a.m.</th>
<th>09:00 a.m.</th>
<th>10:00 a.m.</th>
<th>11:00 a.m.</th>
<th>12:00 a.m.</th>
<th>01:00 a.m.</th>
<th>02:00 a.m.</th>
<th>03:00 a.m.</th>
<th>04:00 a.m.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.8427</td>
<td>0.9999</td>
<td>1</td>
<td>-0.8562</td>
<td>0.9997</td>
<td>0.9998</td>
<td>1</td>
<td>-0.8594</td>
<td>0.9995</td>
</tr>
<tr>
<td>-0.8464</td>
<td>0.9999</td>
<td>0.9999</td>
<td>1</td>
<td>-0.8574</td>
<td>0.9996</td>
<td>0.9998</td>
<td>0.9999</td>
<td>0.9999</td>
<td>1</td>
</tr>
<tr>
<td>-0.8595</td>
<td>0.9997</td>
<td>0.9997</td>
<td>0.9999</td>
<td>1</td>
<td>0.9999</td>
<td>1</td>
<td>0.9999</td>
<td>1</td>
<td>0.9999</td>
</tr>
<tr>
<td>-0.8597</td>
<td>0.9997</td>
<td>0.9997</td>
<td>0.9999</td>
<td>1</td>
<td>0.9999</td>
<td>0.9999</td>
<td>1</td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
<tr>
<td>-0.8573</td>
<td>0.9998</td>
<td>0.9997</td>
<td>0.9999</td>
<td>0.9999</td>
<td>1</td>
<td>0.9999</td>
<td>0.9999</td>
<td>1</td>
<td>0.9999</td>
</tr>
<tr>
<td>-0.8491</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9998</td>
<td>0.9998</td>
<td>0.9997</td>
<td>0.9998</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

The study’s findings regarding the promising results of AI-based models for predicting the performance of solar cook stoves offer valuable insights into the potential of such technology in sustainable cooking solutions. Comparing these findings with those of other relevant studies can provide further context and highlight the significance of the results. Several studies have explored the use of AI in optimizing solar cook stove performance. For example, a study by researchers on a study focus: Prediction of solar box cooker performance under varying weather conditions. Model: Artificial Neural Network (ANN) using input variables: solar irradiance, ambient temperature, and wind speed. Training Data: Experimental data collected from a solar box cooker. Results: Cooking Time Prediction: The ANN model accurately predicted cooking time. Error: Mean absolute error
(MAE) was less than 3% demonstrating the efficacy of machine learning algorithms in predicting cooking times and temperatures in solar cookers. Their findings align with the current study’s conclusions, indicating that AI models can accurately forecast stove performance metrics.

Furthermore, researchers also employed an ANN-based model for solar box cooker performance prediction, with Input variables including ambient temperature, wind speed, and solar irradiance. The Results: Cooking Time and Food Temperature: The ANN model accurately predicted both cooking time and food temperature. Error: Mean absolute error (MAE) was less than 5%. This investigated the impact of weather conditions on solar cook stove efficiency and found that AI-based predictive models could adapt to varying environmental factors, leading to more reliable performance predictions. This aligns with the current study’s suggestion for further research into stove performance under different weather conditions. In comparison to previous studies, the current research contributes by specifically highlighting the performance comparison between different AI models (M11 and M12) and their implications for stove optimization. The observation that model M12 outperformed M11 suggests that advancements in AI algorithms can lead to more accurate predictions, offering practical benefits for designing and using solar cook stoves.

The emphasis on the need for further validation under real-world conditions and consideration of additional factors like cooking time and pot types echoes the findings of other studies in the field. This underscores the importance of holistic research approaches that account for various variables influencing stove performance. Overall, the findings of this study contribute to the growing body of knowledge on AI applications in sustainable cooking technologies. By contextualizing these findings within the broader literature, we gain a deeper understanding of the potential and significance of AI-based models in optimizing solar cook stove performance for real-world applications.

The turning of parameters in machine learning models is the step that is most important for selecting the best results. A regression model with a nonlinear RBF kernel function was developed for various situations. Also, to get the optimum modelling outcome, many values were tested using grid search. The simulation was carried out using MATLAB 9.3 (R2019a). Applying the trial-and-error technique, the optimum architecture of the ANN-Tansig model was optimized and qualified because it satisfied the majority of the statistical assessment criteria. The most common performance metrics, including $R^2$, RMSE, and R, were used in assessing the model simulation for both calibration (70%) and verification (30%). The simulated results in terms of quantitative evaluation is shown in Table 2 based on model combinations (Eq. 2).

![Radar Plot](image)

**Figure 5:** Radar chart for all the models in terms of $R^2$, and R criteria.

The radar plot consists of a circular grid with several axes radiating from the center (Figure 5).
Each axis represents one of the R-squared values for a model. The values are plotted on the axes as a point at a distance from the center proportional to its magnitude. The polygon formed by connecting the points for a model represents the overall goodness of fit of that model. The larger the polygon, the better the fit. In this case, the ANN-M12 model has a better fit than the ANN-M11 model in both the training and testing phases. The polygon for ANN-M12 is larger than the polygon for ANN-M11 in both phases, indicating that it has a higher R-squared value and is a better fit for the data. Specifically, the R-squared values for ANN-M12 are 0.930 and 0.985 for the training and testing phases, respectively, while the corresponding values for ANN-M11 are 0.689 and 0.684. Therefore, the ANN-M12 model is closer to the observed data than the ANN-M11 model. The goodness of fit graph is represented as a radar plot with R values on the y-axis and the ANN models (ANN-M11 and ANN-M12) on the x-axis. Over the training phase, the ANN-M12 model has a higher R value (0.9647) than ANN-M11 (0.8300), indicating that ANN-M12 is a better fit for the training data. In the testing phase, the same pattern holds, with ANN-M12 having a higher R value (0.9924) than ANN-M11 (0.8250), indicating that ANN-M12 has a better fit to the testing data as well.

Overall, the radar plot suggests that ANN-M12 is a better model than ANN-M11, with higher R values in both the training and testing phases (Figure 6). This indicates that ANN-M12 better captures the relationship between the input variables and the output variable, resulting in a more accurate model.

![Error Plot](image)

**Figure 6:** Error plot between the observed and predicted AIBMTSCS in terms of RMSE criteria.

The error of fit graph presented as a bar plot shows the mean squared error (MSE) and root
mean squared error (RMSE) for both the training and testing phases of two models M11 and M12 (Figure 7). The x-axis represents the models, while the y-axis represents the MSE and RMSE values. For M11, the MSE values are higher compared to M12 for both the training and testing phases, indicating that M11 has a higher average squared deviation from the actual values. The RMSE values for M11 are also higher, suggesting that the errors are larger and less accurate in comparison to M12. For M12, both the MSE and RMSE values are significantly lower for both training and testing phases, indicating that the model has a smaller average deviation from the actual values and is more accurate in its predictions. In summary, M12 outperforms M11 in terms of the errors of fit, as it has lower MSE and RMSE values, indicating that it provides a better fit for the observed data.

![Figure 7: Scatter plot between the observed and predicted AIBMTSCSP.](image)

From the scatter plot, it can be observed that there is a weak relationship between the observed and predicted data. This is because the dots are scattered and not closely aligned. However, there is still a generally positive trend in the data, which suggests that the predicted values tend to increase as the observed values increase. This means that the model or algorithm used to predict the data can capture some of the patterns in the data, but there is still room for improvement. By looking at the scatter plots of observed versus M11 and observed versus M12, we can see that there is a positive relationship between the observed and predicted values in both cases. This indicates that as the predicted values of M11 and M12 increase, the observed values also tend to increase.

However, upon closer inspection, we can see that the scatter plot of observed versus M12 has a more clustered and concentrated distribution of data points around the diagonal line compared to the scatter plot of observed versus M11. This indicates that the predicted values of M12 are generally closer to the observed values compared to the predicted values of M11. Therefore, based on these scatter plots, we can conclude that M12 is closer to the observed values than M11, and may be a better predictor of the observed values. However, it is important to note that further analysis and statistical tests may be needed to confirm this conclusion.

To interpret the relationship between M11, M12, and observed temperature, we can create a time series graph with time on the X-axis and M11, M12, and observed temperature on the Y-axis (Figure 8). Based on the provided data, we can see that both M11 and M12 have values that are close to the observed temperature. However, M12 appears to be slightly closer to the observed temperature than M11. This is because the values of M12 are generally closer to the observed temperature throughout the time series. However, M12 appears to be slightly closer to the observed temperature than M11. This is because the values of M12 are generally closer to the observed temperature throughout the time series. However, both M11 and M12 have some deviations from the observed temperature at certain points in the time series. Overall, it can be concluded that both M11 and M12 have a relatively good fit with the observed temperature, but M12 is slightly closer to the observed temperature than M11.

In this graph, each column has its own vertical axis. The box represents the middle 50% of
the data (Q1 to Q3), while the horizontal line within the box represents the median (Q2). The whiskers extend from the box to the minimum and maximum values, excluding outliers (represented by asterisks). The Observed temp column has an outlier at the minimum value, which is represented by an asterisk outside the whisker. The graph is a box plot that shows the distribution of values for three variables: M11, M12, and Observed temp. A box plot is a way to represent the distribution of data through its quartiles, median, minimum, and maximum values. The three boxes are stacked vertically, one for each variable. The vertical axis represents the scale for each variable. The values for M11 and M12 range from 0 to just above 0.85, while Observed temperature ranges from 0 to 1.0.
(Figure 9). Each box represents the distribution of values for the respective variable. The bottom and top of each box represent the first and third quartiles (Q1 and Q3), respectively. The vertical line inside each box represents the median value (Q2). The whiskers extend from the box to the minimum and maximum values, excluding outliers. In this case, there are no outliers for M11 and M12, but there is an outlier for the Observed temperature at the minimum value of 0. The horizontal line at the bottom of each box represents the minimum value, and the horizontal line at the top of each box represents the maximum value. These lines are connected to the whiskers.

The graph shows that M11 has a somewhat symmetrical distribution, with a slight right skew. M12 is more symmetrical than M11, with a slightly left-skewed distribution. The observed temp has a more symmetrical distribution than M11, with a clear outlier at the minimum value of 0. Overall, the graph provides a quick and effective visual summary of the distribution of values for the three variables. It helps to identify the spread, outliers, and symmetry of the data distribution for each variable. Discussing the limitations of the study and suggesting potential avenues for future research is crucial for strengthening the findings and their applicability. Here's a more explicit discussion of these aspects:

5. Limitations of the Study

The study might have been limited by focusing on specific weather conditions. Future research should consider testing the models under a broader range of weather conditions to assess their robustness and generalizability. Moreover, the accuracy and completeness of the data used in training and testing the AI models could influence their performance. Future studies should aim to gather more extensive and higher-quality data to enhance the models’ predictive capabilities. Further, understanding the underlying factors driving the predictions could enhance the trust and utility of the models. In shifting the future research directions, below should be considered:

(a) Real-World Validation: Conducting field tests to validate the AI models’ predictions in real-world settings would enhance their practical applicability and reliability.

(b) Long-Term Performance Analysis: Investigating the long-term performance of solar cook stoves using AI-based predictive models could provide insights into their sustainability and durability over time.

(c) User Behavior Integration: Incorporating user behavior data into the AI models could improve their accuracy by accounting for human factors such as cooking habits and preferences.

(d) Optimization for Energy Efficiency: Future research could focus on optimizing solar cook stove designs using AI techniques to maximize energy efficiency and minimize environmental impact.

By addressing these limitations and exploring these future research directions, scholars can further strengthen the findings of AI-based models for predicting solar cookstove performance and enhance their practical relevance for sustainable cooking solutions.

6. Conclusion

In conclusion, the integration of stratification and randomization techniques during data splitting bolstered the robustness of our study by minimizing bias and ensuring the generalizability of the results. The AI models developed (M11 and M12) exhibited strong predictive performance, underscoring their potential in optimizing solar cook stove performance for sustainable cooking solutions. These findings contribute to the advancement of AI-driven approaches in addressing global challenges related to energy access and environmental sustainability. It is expected that the performance of the stoves will be better during hot seasons when there is more sunlight available. However, it is important to note that the performance of the stove is not only affected by the weather conditions, but also by other factors such as the design of the stove, the cooking pot used, and the
cooking time. Based on the interpretations above, it can be concluded that Artificial Intelligence-based models have shown promising results in predicting the performance of solar cook stoves. The models have been able to accurately predict the temperature of the stove for both M11 and M12. Additionally, the goodness of fit plots has shown high $R^2$ and $R$ values for both the training and testing phases for both models. The error of fit graph has shown that the M12 model has lower MSE and RMSE values than the M11 model, indicating that it may be a better predictor of stove performance. Based on the various interpretations provided, it appears that the Artificial Intelligence (AI) based models for the prediction of Solar Cook Stove performance have shown promising results. The scatter plots of observed versus predicted values for both M11 and M12 indicate a fairly strong positive correlation. Furthermore, the radar plots of goodness of fit (measured by $R^2$ values) suggest that both models perform relatively well, with M12 showing a higher degree of fit compared to M11. The error of fit graph, presented as a bar plot, also shows that the testing phase for M12 is significantly more accurate, with a much lower mean squared error (MSE) and root mean squared error (RMSE) compared to M11. Overall, the evidence suggests that the AI-based models, particularly M12, are effective in predicting the performance of Solar Cook Stoves. However, further testing and validation are necessary to confirm the reliability of these models across a wider range of conditions and stove types.

The study’s novelty stems from its unique approach to using AI to forecast solar cookstove performance, as well as its rigorous evaluation, parameter optimization, insightful interpretation, and practical implications for solar energy applications. This study aims to validate AI-based models for solar cook stoves across various conditions, including weather patterns, solar radiation levels, and cooking practices. It also explores the use of additional input variables, long-term studies, user behaviour, and cooking practices. The study also explores technological innovations, policy and regulatory frameworks, and community engagement strategies. The ultimate goal is to improve the accuracy and reliability of these models, enhance their applicability, and promote widespread adoption of solar cooking technologies.

7. Future Research

Missing gaps and suggestions for further research about AI-based models for the prediction of Solar Cook Stove performance and testing in the cold season in Niger are:

i. The study only focused on one region (Agadez) in Niger during the cold season. Further research can be conducted in other regions and during the hot season to evaluate the model’s performance under different conditions.

ii. The study used only two AI models (ANN-M11 and ANN-M12) for the prediction. Other AI models such as SVM, Random Forest, and Decision Trees can be used to compare the performance of different models.

iii. The study used only two input parameters (M11 and M12) for the prediction. Additional parameters such as humidity, wind speed, and solar irradiance can be included to improve the accuracy of the model.

iv. The study did not consider the impact of real-life cooking practices on the stove’s performance. Further research can be conducted to evaluate the model’s performance under different cooking practices.

v. The study did not evaluate the economic feasibility of the solar cook stove. Further research can be conducted to evaluate the economic viability of the stove and its impact on the local community.

vi. The study only evaluated the performance of the stove for cooking rice. Further research can be conducted to evaluate the performance of the stove for cooking other types of food.

vii. The study did not consider the impact of environmental factors such as dust, rain, and snow on the stove’s performance. Further research can be conducted to evaluate the model’s performance under different environmental conditions.
The study did not evaluate the long-term performance of the stove. Further research can be conducted to evaluate the stove's performance over an extended period.
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