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Abstract

‘Water reservoirs play a critical role in water resource management systems, Serving various purposes such as
water supply, hydropower generation, and flood control. Accurate long-term streamflow predictions are es-
sential for the efficient operation and planning of reservoirs, enabling water managers to anticipate changes
in water availability, optimize reservoir storage, and make informed decisions about water allocation and
infrastructure management. However, the increasing variability and uncertainty in hydrological processes
due to climate change and anthropogenic activities necessitate the development of robust and precise
prediction models. Temporal Fusion Transformer (TFT) models have emerged as a promising approach
for hydrological forecasting, leveraging deep learning, time series analysis, and attention mechanisms to
capture complex temporal dependencies and provide accurate predictions. This study employs TET as a
surrogate model to simulate the streamflow upstream of the Funil reservoir. A comparison was performed
among the models Seasonal Naive, AutoARIMA, Theta method, and Deep ARIMA. The TFT model has
the lowest MAE (70.88 m>/s) and RMSE (121.66 m*/s) of all models, which indicates that it is the most
accurate one. The TFT model also has the highest NSE (0.43) and coefficient of determination (0.79),
which indicates that it is the most promising model for capturing the actual streamflow patterns. The
TFT model effectively captures the intricate spatiotemporal patterns and dependencies in the streamflow
data and accurately predicts streamflow upstream of the Funil reservoir, capturing seasonal patterns and
long-term trends. This can help water managers make informed decisions about reservoir operations and
management.

Keywords: Streamflow simulation; Deep learning; Temporal fusion transformer; Funil reservoir.

1. Introduction

1.1 Research background

Assessing and managing water quantities in reservoirs are important for sustainable water resource
planning and management. Water reservoirs are crucial storage systems that ensure reliable water
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supply for various sectors, including agriculture, industry, and domestic use [1, 2]. Accurately
estimating and monitoring water quantities in reservoirs are essential for optimizing water allocation,
reservoir operations, and drought management strategies. Understanding the volume and availability
of water in reservoirs allows for efficient planning and utilization of water resources [3]. Additionally,
water quantity information aids in flood control and mitigation, as reservoirs can store excess water
during heavy rainfall, reducing the risk of downstream flooding [4]. Furthermore, assessing reservoir
water quantities is vital for environmental management and maintaining ecological balance [5],
enabling the preservation of adequate water levels to support aquatic ecosystems and safeguard
biodiversity. Therefore, a comprehensive understanding of water quantities in reservoirs is critical
for effective water resource planning, sustainable development, and the resilience of water systems in
the face of increasing water demand and climate change [6, 7].

Physics-based hydrologic models (PBHM) [8, 9, 10, 11] provide a mechanistic understanding of
river low dynamics, enabling comprehensive analysis and prediction. However, their implementation
requires careful data collection, parameter estimation, and consideration of model limitations to
ensure accurate and reliable simulations [12]. PBHMs provide a mechanistic representation of the
hydrologic processes, incorporating factors such as rainfall, evapotranspiration, infiltration, and
channel routing, allowing for a comprehensive understanding of the hydrological system [13]. In
addition, PBHMs can simulate river flows under various scenarios, enabling the assessment of water
availability and allowing the design of water management strategies on river flow dynamics [14].
However, PBHMs require extensive data inputs, including accurate topographic information, soil
properties, and meteorological data, which can be challenging to obtain. Model calibration can
be time-consuming and sensitive to parameter estimation [15]. Additionally, these models may
oversimplify certain processes or neglect important factors due to computational constraints.

Deep Learning (DL) models have been arising as an alternative modeling approach of streamflows
in water bodies and reservoirs, offering several advantages in understanding and predicting water
availability, enabling informed decision-making [16, 17, 18]. Similar to PBHM:s, data-intelligence
models have the potential to incorporate a wide range of variables, including climate indices, land
use patterns, and reservoir operational rules, enabling a comprehensive understanding of the factors
influencing streamflow dynamic [19]. Additionally, the ability to quantify prediction uncertainties
and provide probabilistic forecasts can support risk-based decision-making in water management
[20]. Consequently, the development and application of deep learning approaches for long-term
streamflow predictions in water reservoirs have gained considerable attention among hydrologists
and water resource specialists.

1.2 Research literature

In recent years, DL has emerged as a powerful technique for time series forecasting in hydrology
[21, 22]. Its ability to automatically extract complex temporal patterns from large datasets makes it a
promising tool for long-term streamflow prediction. The success of such methods is remarkable in
short-term hydrological modeling, but the developments of approaches for long-term prediction
are still evolving [23, 24]. One prominent deep learning architecture widely used is the Long
Short-Term Memory (LSTM) network, designed to capture long-term dependencies in time series
data by incorporating memory cells and gate mechanisms [25]. Recent studies have demonstrated
the effectiveness of LSTM-based models in accurately predicting long-term streamflow with high
temporal resolution [26]. For instance, Manavalan and Bynagari [27] proposed a multi-time scale
LSTM framework for multiple timescale forecasting. Following this development, Cheng et al.
[28] employed an LSTM network to forecast streamflow up to 20 days ahead, achieving superior
performance compared to traditional hydrological models.

Another variant of DL architecture that has gained attention in long-term streamflow prediction
is the Convolutional Neural Network (CNN) [29]. CNN:i are particularly well-suited for capturing
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spatial and temporal features in hydrological data. Researchers have successfully applied CNN-based
models to predict streamflow at different time scales, such as monthly or seasonal predictions [30].
In addition to LSTM and CNN architectures, hybrid models combining different deep learning
components have also been explored. These models aim to leverage the strengths of multiple DL
techniques to enhance prediction accuracy. For instance, Dehghani et al. [31] proposed a hybrid
model that integrates LSTM and CNN layers, achieving improved performance in long-term
streamflow prediction compared to individual models. Hybrid models are still relatively unexplored
for long-term streamflow prediction, making it a promising area for developing artificial intelligence-
based approaches.

Despite the recent research on DL in hydrological modeling, the full extent of its suitability for
long-term streamflow prediction is still being explored. Huang, Qian, and Ochoa [32] proposed a
framework that combined LSTM network and time series analysis techniques to address the scarcity
of water temperature data for assessing thermal regimes. By reconstructing the monthly water
temperature series from 1960 to 2020, reliable surrogate data was generated for thermal regime
evaluation. To capture interdependencies within rainfall-runoff series, Chen et al. [33] combined the
self-attention mechanism with a multi-layer LSTM model. Similarly, Noor et al. [34] incorporated a
spatial attention layer preceding the LSTM layer and used chained equations for processing missing
values. Wang et al. [35] introduced a novel spatiotemporal attention mechanism and developed an
interpretation technique to examine the attention layer weights, providing insights into water level
prediction in the medium to long term.

In addition to the above-mentioned approaches, other deep learning architectures, and other
recent DL-based models, such as Temporal Fusion Transformer (TFT) [36] have also been widely
explored for long-term streamflow prediction. The Temporal Fusion Transformer (TFT) is a state-
of-the-art deep learning architecture specifically designed for time series forecasting. It combines the
strengths of transformer models and LSTM networks, allowing for efficient encoding of temporal
dynamics and capturing global dependencies [37]. TFT incorporates gating mechanisms, variable
selection networks, static covariate encoders, and temporal processing layers to model complex
hydrological systems effectively [35]. TFT has shown the ability to handle heterogeneous data
sources, integrate static covariates, and capture long-term dependencies for long-term streamflow
prediction in diverse hydrological settings. Wang and Tang [38] employed a TFT-based model for
multi-step ahead streamflow forecasting, achieving superior performance compared to traditional
LSTM and CNN models.

1.3 Research significance and motivation

Despite the increasing popularity of deep learning (DL) in hydrological modeling, the extent of its
applicability for long-term streamflow prediction is still evolving and requires further investigation.
While a substantial body of research has been dedicated to exploring various aspects of short-term
streamflow prediction using DL models, there remains a scarcity of studies specifically focused
on long-term streamflow prediction. This research gap necessitates a deeper understanding of
the potential of DL models in accurately forecasting streamflow over extended time horizons. By
addressing this gap in the literature, we can enhance our knowledge and expand the repertoire of
tools available for long-term streamflow prediction, thereby enabling more effective water resources
management and decision-making.

There are two categories of deep learning methods for multi-horizon forecasting: iterated
approaches and direct methods [39]. Iterated approaches utilize one-step-ahead prediction models
and recursively feed predictions into future inputs to obtain multi-step predictions. These approaches
often employ Long Short-Term Memory (LSTM) networks, such as Deep AR and Deep State-
Space Models. Transformer-based architectures have also been explored to enhance forecasting
performance. Direct methods, on the other hand, generate forecasts for multiple predefined horizons
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at each time step. They employ sequence-to-sequence models, with LSTM or convolutional encoders
summarizing past inputs and various techniques generating future predictions. This paper focuses on
the iterated methods under-explored recently for hydrological modeling.

At the convergence of hydrology and machine learning, the motivation behind the Temporal
Fusion Transformer deep learning model arises from the urgent need for accurate and robust long-
term streamflow predictions, particularly within the intricate framework of complex hydrological
systems. This becomes especially pertinent in the Funil reservoir in southeastern Brazil, where
the water has multiple uses, ranging from agriculture and industrial to human consumption. In
addition, the reservoir is located on a river that provides various environmental services. With the
innovative use of the Temporal Fusion Transformer model in this context, we aim to fill part of the
gap between traditional forecasting methods and the evolving challenges of climate change, ensuring
informed decision-making and sustainable resource management and enhancing resilience in the

face of changing hydrological patterns.

1.4 Research objectives

This paper introduces a novel study that employs a Temporal Fusion Transformer (TFT) model as
a surrogate model to simulate the streamflow upstream of the Funil reservoir in southeast Brazil.
The utilization of TFT as a surrogate model for streamflow modeling contributes to assessing the
potential of the recently developed DL approaches in hydrological studies. This research contributes to
advancing the understanding and application of TFT models in streamflow prediction and highlights
their signiﬁcance in optimizing water resource management practices.

This paper is organized as follows. Section 2 describes the Funil Reservoir and the multi-
horizon forecasting approach using the Temporal Fusion Transformer (TFT) model. It explains
the TFT model formulation and the time series prediction framework. Section 3 presents the
computational experiments and evaluation of the proposed methodology using the Funil Reservoir
dataset, comparing the TFT model’s performance with baseline models while section 4 and discuss
its strengths, limitations and potential for water resource management. The conclusion in Section 5
summarizes the findings and emphasizes the significance of the TFT model in accurately predicting
long-term streamflow.

2. Material and Methods
2.1 Funil Reservoir

The Funil Reservoir in the Paraiba do Sul River is a vital resource with multiple water uses, ensuring
water security for communities and agricultural productivity while also serving as a main source
for industrial growth and economic development. Simultaneously, the reservoir contributes to
environmental preservation, supporting biodiversity conservation and mitigating flooding risks in
the downstream region.

The Funil Hydroelectric Power Plant dam is located in the middle course of the Paraiba do Sul
River, in the municipality of Resende, in the Atlantic Plateau region (Figure 1), located at 22°35°S
and 44°35"W. The reservoir is situated in the Southeast Coastal Basin, a region with intense chemical
weathering, mountainous terrain, and a hot and rainy tropical climate in the summer and dry in the
winter. With an area of 40 km? and a perimeter of 320 km, the Funil reservoir has rugged topography
due to its location. Its average depth is 20 meters, and the water residence time is approximately 55
days [40]. The reservoir has been operating for over half a century, starting in 1969.

The Funil reservoir, particularly considering its location, presents a dense urban concentration,
highly industrialized, which receives a large part of the domestic and industrial efluents produced
and discharged upstream Currently, the Funil HPP lake is considered eutrophic, with an area of
flooded Atlantic Forest and multiple land uses in its surroundings [41, 42]. Several studies indicate
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Figure 1: Funil dam area.

that the river is in an advanced state of eutrophication, with frequent occurrences of algal blooms,
mainly of the genus Microcystis aeruginosa [43].

Figure 2 shows the geomorphological condition of the Funil dam area, including the topography,
slope gradients, drainage patterns, and geological formations present in the Funil dam area.

Figure 3 shows the historical streamflow series of Funil reservoir inflow. The training data
is in blue, and the test data is in green. Figure 4 depicts the Autocorrelation function (ACF)
analysis conducted on the upstream river flow data of Funil reservoir. The ACF plot provides a
visual representation of the correlation structure within the time series. As observed, the ACF values
gradually decrease as the time lag increases, indicating the present observation maintains a correlation
with its neighboring past observations; however, the strength of this correlation diminishes as the
time lag between observations increases.

2.2 Multi-horizon forecasting

Multi-horizon forecasting involves predicting variables of interest at multiple future time steps,
which is a critical problem in time series deep learning. Unlike one-step-ahead predictions[44, 45],
multi-horizon forecasts provide users with estimates along the entire forecast path, enabling them
to optimize actions at multiple future steps [36]. This has significant real-world applications where
improved forecasting methods can yield valuable performance improvements. Figure 5 illustrates
data sources for multi-horizon forecasting analyzed in this paper.

In various scenarios, prediction intervals are vital in optimizing decisions and managing risks by
estimating the best and worst-case values the target variable can assume. To address this, we adopt
quantile regression in a multi-horizon forecasting setting, generating forecasts for percentiles such as
the 10th, 50th, and 90th at each time step. Each quantile forecast is defined as follows [36]:

Jeoa = F7 (x,u;;0) (1)
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Figure 2: Funil Reservoir: Hydrography, Topography, Geology, Slope.
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Figure 3: Historical streamflow series of Funil reservoir inflow. The training data is shown in blue, and the
test data is shown in green.

where, j, A represents the predicted tth sample quantile for the forecast A steps ahead at time
t. The function F7! () corresponds to the chosen prediction model. Following the approach of
other direct methods, we generate forecasts simultaneously for A time steps, denoted as y ;A =
[Jr+1.A Prs2.A5 - - - » Prusa.al). To incorporate past information, we utilize a finite look-back win-
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Figure 5: Multi-horizon forecasting scenario. Adapted from [36].

dow of size L, considering target and known inputs up to and including the forecast start time 1. Specif-
ically, x encompasses [x,_1, X[ +1, -, %], while u; encompasses [u,,u;r41,...,u]. Further-
more, known inputs are considered across the entire range, denoted as uy, = [u,_r,u,f+1,...,url.

2.3 Temporal Fusion Transformer (TFT)
Lim et al. [36] present the TFT architecture, which incorporates gated residual network blocks,
LSTM for local processing, and multi-head attention for integrating information, demonstrating
the effectiveness of TFT through use cases, showcasing its ability to interpret global behaviors
and identify temporal dynamics in complex time series data. The mathematical formulation of the
Temporal Fusion Transformer (TFT) method can be represented as follows.

Given a time series dataset with inputs X = {x1,Xp,...,xr} and targets y = {y1,y2,...,y71},
where x; represents the input features at time r and y; represents the corresponding target values,

TFT aims to learn a function
F: X—>y

that maps the inputs to the targets. The TFT model consists of multiple components, including
gating mechanisms, variable selection networks, static covariate encoders, and temporal processing
modules. The gating mechanisms adaptively skip unused components, while the variable selection
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networks select relevant input variables at each time step. The static covariate encoders integrate
static features into the model by encoding context vectors, and the temporal processing modules
capture both long-term and short-term temporal relationships.

The mathematical equations of the TFT method can be written as follows:

1. Gating Mechanisms:

G = G(Wgate . X) (2)
2. Variable Selection Networks:
V = softmax(Wy,; - G) (3)
3. Static Covariate Encoders:
Cstatic = EnCOderStatic (Xstatic) (4)
4. Temporal Processing Modules:
Ctemporal = EnCOdertemporal (Xtemporal) (5)

5. Fusion Mechanism:

¥ = Decoder(Cgagic, C V) (6)

temporal’

where G represents the gating values, V represents the variable selection probabilities, Cgyric and
Cremporal denote the static and temporal encodings, respectively, and y represents the predicted
target values.

The parameters Woare, Wrar, and the encoder/decoder weights are learned through optimization
using a suitable loss function to predict the target values based on the input features accurately.
Combining these equations allows the TFT model to effectively capture the temporal dependencies
and accurately predict time series forecasting tasks.

The forecasting capability of TFT is further enhanced by its ability to provide prediction intervals.
Through quantile forecasts, TFT estimates the range of likely target values at each prediction horizon,
enabling users to assess uncertainty and make informed decisions. The following equation can
represent the mathematical model of TFT:

Jroa = F7 (xu;0) (7)

where ji¢; A is the predicted Tth sample quantile of the A-step-ahead forecast at time 1, and Fz!(*)
denotes the prediction model.
Figure 6 shows the high-level architecture of TFT, and its individual components.

2.4 Time Series Prediction Framework
Deep learning techniques have demonstrated remarkable efhcacy when applied to time series pre-
diction tasks, outperforming traditional statistical methods. These advanced methods leverage the
power of complex neural networks to capture intricate temporal patterns and relationships within
data providing accurate and insightful forecasts for future events.

The framework shown in Figure 7 is a general overview of the proposed deep learning approach
to time series prediction. The framework consists of the following steps:

1. Data collection: The first step is to prepare the data for training the deep learning model from
automatic stations in the river.

2. Covariates collection: The next step is to collect the information of interest and process them to
be used as future covariates.

3. Model training and optimization: The third step is to train the model on the prepared data. This
is done by using an optimization algorithm to minimize the loss function of the model.
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4. Long-term prediction: The final step is to deploy the trained model and employ the framework
to generate long-term predictions.

This approach creates an implementation that results in superior performance, which can become
a valuable tool for long-term flow forecasting, especially in complex hydrological systems.

3. Computational Experiments, Results
The computational experiments were conducted to evaluate the performance of the proposed method-
ology on the dataset collected from the Funil Reservoir. The dataset was partitioned into training
and testing sets, as depicted in Figure 3, with the preservation of the temporal data order being
ensured. The proposed methodology was implemented in Python programming language, using
the autogluon package [46].

The TFT model can integrate covariates, which leverage the inherent patterns and correlations
in the historical dataset to generate more precise and resilient predictions for the target variable. The
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model implemented here considers the day of the year, the week of the year, and the month of the
year, which provide temporal context to the model. Additionally, using past river flow as a historical
covariate enhances the forecasting process by incorporating previous flow data to inform and refine
predictions.

Table 1 summarizes the hyperparameters used in the Temporal Fusion Transformer (TFT)
model within the computational framework, showing the details of the TFT model’s configuration,
including parameters that influence its behavior and performance. Each table row presents a specific
hyperparameter, its corresponding description explaining its role within the model, and its default
value.

Figure 8 compares the flow in the test set with the observed streamflow values. The hydrogram
simulated by the TFT model showed good agreement with the observed hydrogram, indicating
the model’s ability to represent the complex dynamics of flow behavior. Despite not capturing in
detail the variations in the observed river low, the comparison validates the effectiveness of the TFT
model in describing the hydrological processes of the study area. In addition, the predicted discharge
confidence interval closely aligns with the observed discharge variation, providing additional assurance
on the reliability of model predictions. It is important to note that these results were obtained only
with historical flow data, highlighting the data-based nature of the TFT model.

Table 2 shows the results of the experiments that demonstrated the effectiveness of the proposed
approach for long-term streamflow forecasting. The performance of our model was compared
against several baseline models, including traditional statistical methods and deep learning techniques.
The evaluation metrics employed comprised mean absolute error (MAE), root mean squared error
(RMSE), Nash-Sutcliffe Efficiency (NSE), and coefhicient of correlation (R).

The observation of the comparative table showing the different methods, including Seasonal
Naive model [47], AutoARIMA [48], Theta method [49], Deep Arima model (DeepAR) [50],
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Table 1: TFT model hyperparameters.

Parameter Description Value

context_length Number of past time steps that are fed to the encoder. This hyperpa- 64
rameter controls the amount of historical data used to train the model.

hidden_dim Hidden state size of the TFT, which controls the memory size the model 32
uses to store the information it has learned about the data, and larger
values more computational resources.

num_encoder_layers | Number of encoder layers that set the number of times that the en- 3
coder will process the data
num_decoder_layers | Number of decoder layers. It controls the number of times that the 32
decoder will process the data.
num_heads Number of attention heads in the self-attention layer in the decoder 4
dropout_rate Dropout rate, used to regularize the model. A higher dropout rate 0.1
will result in a more regularized model, which may help to prevent
overfitting.
learning_rate Learning rate. Asmaller learning rate will resultin a more gradual learn- | 0.001

ing process, while a larger one will result in a faster learning process.
The AdamW optimizer is a popular choice for deep learning models.

epochs Number of epochs. 100

batch_size Batch size is the number of data points used to update the model’s 64
parameters during each training iteration.

metrics The metric to evaluate the model. RMSE

—— Observed streamflow (training set)
—— Mean forecast
800 1 —— Observed streamflow (test set)
10%-90% confidence interval
600
400 4 u
200 A
0 T T T T T T T T
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Figure 8: Long-term streamﬂow prediction inﬂow Funil reservoir using the TFT model. The forecast is
shown in red, the training data in blue, and the test data in green.

and Temporal Fusion Transformer (TFT), reveals that the TFT consistently outperforms all other
models in terms of streamflow prediction at a long-term scale. DeepAR, another DL-based model,
demonstrates its strong predictive capabilities but slightly worse performance. Theta performs better
than Seasonal Naive and AutoARIMA, indicating its effectiveness in capturing underlying patterns
and trends in the data. As seen in the results reported in Table 2, TFT emerges as a highly promising
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and reliable model for long-term streamflow prediction, suggesting its potential applicability in
real-world scenarios.

Table 2: Comparison of approaches for long-term streamflow forecasting.

Model MAE (m3/s)  RMSE (m3/s)  NSE R
1 SeasonalNaive 113.35 181.12 -0.26  -0.00
6  AutoARIMA 113.98 168.67  -0.09 0.03
2 Theta 110.83 174.72  -0.17 0.45
4 DeepAR 77.84 137.59 0.27 0.72
5  TemporalFusionTransformer (TFT) 70.88 121.66 0.43 0.79

The results showed that the TFT model consistently outperformed the baseline and DL-based
models. It exhibited superior accuracy, capturing both the short-term and long-term patterns in the
streamflow data.

The TFT model uses a combination of attention mechanisms and gated residual networks to learn
the long-term dependencies in streamflow data. It allows the TFT to effectively handle the temporal
dependencies in the time series data, allowing it to make accurate forecasts even for long-term
predictions.

The autoregressive approach implemented in the TFT model facilitates capturing the temporal
dynamics in the time series data, allowing the incorporation of the previously predicted values as
inputs for future predictions. The autoregressive mechanism enhances the accuracy and robustness
of the TFT framework by considering the sequential nature of the data.

4. Discussion

The computational experiments confirmed the efficacy of the proposed methodology for long-term
streamflow forecasting in the Funil Reservoir. The results demonstrate its potential for improving
water resource management and decision-making in similar hydrological contexts. The findings also
open avenues for future research, such as exploring the applicability of the proposed methodology in
other hydrological regions and integrating additional data sources for enhanced forecasting accuracy.

Deep-learning and machine learning models offer distinct advantages compared to physically-
based simulation models, such as SWAT and HMS-HEC. The main advantage is their independence
from detailed knowledge of underlying physical processes and parameters, which can be challenging
to obtain in complex and poorly gauged watersheds. By relying on patterns and relationships found
in historical data, data-driven models can capture complex interactions not explicitly represented in
physical models.

Furthermore, such models are computationally efhicient and require fewer computational re-
sources than their physically-based counterparts, with simpler structures and no need for solving
complex systems of equations or time-consuming simulations. Despite the intricate mathematical
formulation, data-driven models enable faster training and prediction, making them suitable for
real-time or operational forecasting applications.

However, DL and ML models heavily depend on the quality and representativeness of available
data, with limited or biased data potentially leading to inaccurate predictions and limited gener-
alizability. Additionally, data-driven models may struggle to simulate extreme events for future
scenarios.

In contrast, physically-based simulation models like SWAT and HMS-HEC explicitly represent
physical processes and can incorporate detailed information on watershed characteristics, land use,
and climate inputs. These models provide a more mechanistic understanding of the system and
are better suited for analyzing land use impacts, evaluating management scenarios, and studying
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long-term hydrological responses. Integrating both approaches can offer complementary insights
and enhance overall hydrological understanding and prediction capabilities.

It is important to note that Al-based predictions are built on a historical information base where
the model aims to replicate the river low dynamics. To a certain extent, these models learn about the
hydrological dynamics and allow replicating the behavior for future steps. Although long-term AI-
based models work with covariant information, which allows simulating scenarios, this information
may not be sufficient to represent the complexity and non-linear relationships between the observed
river flow and the hydrogeomorphological parameters. In such cases, what serves as an advantage of
AI models, by not requiring a large mass of climate, geology, land use, and occupation information,
can become the main drawback of using these models for long-term predictions.

In these scenarios, it is recommended that Al-based prediction models not replace physical-based
models but are used to promote better decision-making for water resource management specialists
who design water use policies or any other stakeholders involved in the processes associated with
this important natural resource. For example, some physical-based models may face difhculties
in modeling very large river basins, in the order of 30,000-100,000 km?2, due to the amount of
information required or even the computational processing. In these cases, Al-based models, which
work well with large datasets, can be used as an alternative to understand some dynamics and guide
the parameterization of physical-based models. Furthermore, the reliability and forecasting capacity
of Al-based models can vary depending on the characteristics of the river basins, and this process
also involves a learning curve for users of these models.

The TFT model can effectively learn the underlying relationships between the historical stream-
flow data by leveraging deep learning techniques and attention mechanisms. Future research includes
other covariates data such as rainfall, temperature, evaporation, and catchment attributes. This
comprehensive approach allows the model to provide reliable predictions of the streamflow upstream
of the reservoir, even in the face of increasing variability and uncertainty in hydrological processes.

Despite the extensive development of deep learning models for time-series forecasting, certain
limitations persist within the context of hydrology. One such limitation is that deep neural networks
often rely on time series data that is discretized at regular intervals [51], posing challenges when
dealing with historical streamflow series that may contain missing observations or irregular arrival
intervals [52]. Future research should address these challenges to enhance further the accuracy and
reliability of deep learning models for long-term streamflow prediction. Further research involves
feature selection [53] and integrating meta-heuristics with deep learning models, which has emerged
as a promising strategy in recent research [54].

The results of this study demonstrate the efficacy of the TFT model in accurately predicting
streamflow upstream of the Funil reservoir. The simulations conducted using the TFT model
exhibit a high level of agreement with the observed streamflow data, successfully capturing seasonal
patterns and long-term trends. This capability has the potential to empower water managers and
decision-makers to make informed choices regarding reservoir operations and management. The
research suggests that the TFT model is a promising new approach for streamflow prediction. The
model is able to capture complex spatiotemporal patterns in the streamflow data, and it performs
well in terms of accuracy. This makes the TFT model a potential tool for water managers and
decision-makers who must control the reservoir operations and manage the water balance. However,
it is important to note that the TFT model is still under development. Future research should focus
on improving the model’s accuracy and expanding its capabilities. Additionally, more research is
needed to understand how the TFT model can be used to make informed decisions about reservoir
operations and management.

This work contributes to developing and implementing models that address hydrological phe-
nomena of surface hydrology in order to forecast streamflows in river basins. More specifically, to
assess the water balance in the region upstream of Funil reservoir in the Paraiba do Sul river basin,
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covering urban, agricultural, and forested areas. The results of this research are of direct interest
to public inspection, water usage authorization, and environmental control agencies, including the
regional and national levels. Furthermore, this research can be of interest to the population living
nearby the reservoir, the agricultural sector, industries, and hydroelectric power plants for power
generation, whose risk of water shortages can be minimized by developing better hydrological
forecasting models. In particular, the Funil reservoir will benefit greatly from the models developed
in this paper.

5. Conclusion

This paper presents a study where a Temporal Fusion Transformer (TFT) model is utilized as a
surrogate model to simulate the streamflow upstream of the Funil reservoir. The TFT model
captures the streamflow data’s complex spatiotemporal patterns and dependencies. The study’s results
demonstrate the effectiveness of the TFT model in accurately predicting the streamflow upstream
of the reservoir. The study highlights the TFT model’s potential as an effective surrogate model
for simulating streamflow upstream of water reservoirs. By capturing complex spatiotemporal
patterns and providing accurate predictions, the TFT model arises as a valuable tool for streamflow
prediction and can potentially be helpful for water resource management and decision-making in
reservoir operations. The current study emphasizes the importance of developing advanced prediction
models to address the challenges of evolving hydrological conditions and facilitate sustainable water
management practices. The findings presented in this paper highlight the potential of TFT models
as valuable tools in water resource management. The accurate streamflow predictions obtained from
the TFT model can contribute to optimizing reservoir operations, water allocation, and infrastructure
management. Furthermore, the success of the TFT model in this study encourages further exploration
and application of this approach in other water reservoir systems.
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