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Abstract
Soiling of Photovoltaic (PV) Panels is the accumulation of these dust particles on the panel surfaces. Soiling
absorbs, scatters, and reflects a portion of incoming sunlight, lowering the intensity that reaches the
solar cell’s active part. Predicting expected power under soiling conditions is a difficult problem, and a
variety of models have been proposed, each with a different set of inputs. Here, we report on a novel
machine learning based computing algorithm in modeling of soiled photovoltaic module. The daily
measurements (current, voltage, temperature, and wind speed), as well as a dependent variable (power
expected) of PV performance loss due to soiling are available for 90 days, of which 80 days were considered
for modeling. Two methods of cross validation were used to ensure that there was no overfitting or
underfitting in the training and testing data. The data was split into two groups with the hold-out cross
validation approach used. In this study, 75% of the data was used to train the models and 25% was used to
test them. The efficacy of the proposed model was evaluated against the multilinear Regression (MLR)
model during calibration, and validation periods based on Mean Absolute Error (MAE) and Nash–Sutcliffe
efficiency (NSE). According to the results of appraisal, the models developed in this study performed
good in estimating the predicted power of a soiled PV module with minimal error in Gaussian Process
Regression Matern 5/2 GPR-M (MAE = 0.0784 and 0.0784 and high efficiency in NSE = 0.9745 and
0.8604) in training and testing respectively. Furthermore, the results indicate the better performance and
suitability of the model with five input parameters in predicting the expected power.
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1. Introduction
Solar energy has been identified as one of the most promising possibilities to replace non-renewable
energy sources. This alternative clean energy source addresses some of the major issues that carbon-
based fossil energy sources face, such as the depletion of existing reserves and the damage that
greenhouse gas emissions bring to key environmental resources. [17]. The photovoltaic (PV) system
converts the solar power obtained from the sun to electricity through semiconductor materials like
silicon and cadmium telluride. Solar energy is abundant, clean and infinite energy [15]. Renewables
presently account for approximately 25% of worldwide electricity generation, with solar photovoltaic
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(PV) and wind alone accounting for 40% of the total by 2040. Solar energy production in the world
is predicted to reach 7200 TWh by 2040. [8]. Many factors influence photovoltaic power output,
including sun position, solar irradiation intensity, wind speed, temperature, tilt angle, array mismatch,
distribution losses, inverter efficiency, PV panel soiling, and load demand [17, 15]. As a result, the
dynamic response of PV systems for utility grid (UG) performance must be thoroughly assessed, as
linking a PV system with a UG may cause instability. The PV performance models’ uncertainty is
still too large [11]. Much of the previous and ongoing research on this topic has been on analyzing
module performance rather than system performance. The use of linear and non-linear models to
forecast the performance of PV modules under a variety of natural situations has been used in recent
studies on optimizing the efficiency of solar modules [10].

It’s worth noting that the literature includes work on various models and techniques for surface
soiling modeling, such as ANFIS. For Instance, [8] worked on soiling losses as a barrier for energy
security depends on photovoltaic power using traditional techniques. The result shows that an
increase in the PV tilt angle, or high wind speed and heavy rain showers, reduces dust deposition.
[15] Presented a comprehensive review of the soiling of photovoltaic. The work highlights the effect
of soiling on PV cells, thus acknowledging the traditional manual and self-cleaning methods. [2]
Presented multiple linear regression analysis (MLRA) and artificial neural networks (ANNs) as the
tools for the mathematical analysis and Prediction of Ozone Concentration in Ambient Air. The
meteorological parameters (the wind direction, the wind speed, air pressure, air temperature, solar
radiation, and RH). The results shown that ANNs provide better estimates of ozone concentration
on the monitoring site, whereas the multilinear regression model once again has proven to be
less efficient in the accurate prediction of ozone concentration. [7] Developed an artificial neural
network (ANN) model and a multiple linear regression (MLR) model for prediction of soiling with
meteorological and environmental parameters as variables. The study employ a special algorithm,
the Boruta algorithm implemented in the random forest technique, to determine all the important
soiling variables from the selected list of parameters for use in predictive modelling. Also, soiling
forecasting model that uses the selected daily meteorological and environmental parameters to predict
the amount of soiling on a solar PV collector. Although, [17] they use linear regression and back
propagation neural networks to predict the performance of soiled PV modules. The work uses
satellite data of solar irradiance and ambient temperature as input variables with maximum power
point tracking. Although, the result shows that it is possible to predict maximum power output
of soiled PV modules at about 97% accuracy. [11] Worked on the environmental performance of
solar photovoltaic systems. The work focus on four factors which are the accumulation of dust,
water droplets, birds’ droppings, and partial shading conditions using the traditional technique. The
result shows that increasing the area of shading on a PV module surface by a quarter, half, and three
quarters resulted in a power reduction of 33.7%, 45.1%, and 92.6%, respectively. However, dust
accumulation reduced the power output by 8.80% and the efficiency by 11.86%. [6] Proposes a
mathematical model utilizing a MLR to predict and estimate PV output power. The datasets using
the MLR model are composed of solar irradiance, cell temperature and wind speed. The result shows
the effect of global solar irradiance I has a significant effect in the model compared to cell temperature
T and wind speed V. [13] propose a statistical methodology to estimate the energy losses due to
soiling deposition on solar modules using multiple linear regression (MLR) model. The datasets
are composed of environmental samples (solar radiance, environmental temperature, humidity, and
wind speed). The test is carried out to evaluate whether the difference between the predicted values
by the MLR model and the observed values is due to the soiling.

However, there are several emerging models which are yet to be explored for modeling soiling
phenomena. In our paper, a nonlinear novel computing algorithm for modeling of soiled PV module
with a machine learning approach is presented. The Study utilize nonlinear regression models
based on the Gaussian Process Regression (GPR) and Multi Linear Regression (MLR) due to their
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robustness and simplicity than other statistical regression techniques. Also, the learning-based GPR
and MLR approach are in a manner that ensures robust stability and recursive feasibility with respect
to the estimation error.

2. Study Area
Nigeria is the most populous and economically powerful country in Africa, which explains the huge
demand for electricity [14]. It is located between 4oN and 14oN latitude and as a result, it receives
a lot of solar radiation all year. This energy could be put to excellent use in solar power system
development [12]. Nigeria has a high solar electricity potential and worldwide irradiation [5]. Every
day, Nigeria receives an average of 19.8 MJm2/day of solar energy and 6 hours of sunlight. The
potential for concentrated solar power and photovoltaic output of the country is estimated to be over
427,000 megawatts (MW) [20].The current research was conducted in Abuja, Nigeria’s capital city,
which is located in the heart of the Niger-Benue river confluence. Abuja is located at 9o 4’ 20.1504"
N, 7o 29’ 28.6872" E, and is 840 meters (2760 feet) above sea level [1], [3].

3. Proposed Methodology
The goal of this research is to see if using linear models and AI-based models to estimate the expected
power (EP) from a PV module under soiling conditions is achievable. The proposed methodology is
summarized in Figure 1.

Figure 1: Graphics of the proposed methodology.
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3.1 Multi Linear Regression
The Multi Linear Regression (MLR) model described in Eq (1) was used in this study because of its
capacity to revise the weights and thresholds frequently in order to reduce the error function value
[21].

y = a + b1x1 + b2x2 + . . . + bnxn, (1)

where y is the dependent variable, a is the constant value or intercept of the regression line on Y-axis,
b is the amount the response variable changes by the independent variables xi : x1, x2, . . . , xn.

The vector A is determined such that the mean squared difference between the values of the
linear regression predictions and the actual experimental data is minimized giving by Eq (2) [22].

Â = Z⊤ZZ⊤Y (2)

3.2 Gaussian Process Regression
The Gaussian Process Regression (GPR) is a set of random variables in which a limited number of
them are integrated with Gaussian distributions [17]. GPR given as Eq (3), which is more useful in the
prediction of many engineering problems due to its flexibility in giving uncertainty representation
[18]. It also has a prior knowledge of functional dependency and data, GPR models are able to
understand the predictive distribution corresponding to the test input. The models used under GPR
were: Rational Quadratic (GPR-R), Squared Exponential (GPR-S) and GPR-M [9].

yi = f (xi) + ϵ (3)

In Eq (3), f (xi) stands for an arbitrary function that maps the inputs into the corresponding outputs,
ϵ represents the regression error having an identically distributed Gaussian function with mean and
variance values of zero and σ2, respectively. The function f (x) for any unobserved pair (x∗, f ∗) in
which f is the response and x is the explanatory parameter is obtained by:[

f
f ∗
]
∼ Nn+1

(
0,
[
K(X,X) k(X, x∗)
k(x∗,X) k(x∗, x∗)

])
(4)

3.3 Data Collection and Processing
Data collection for this study was carried out in faculty of engineering, which is 8o 58’ 38.4" N, 7o
10’ 32.4" E, University of Abuja the capital city of Nigeria. The PV soiling effect was calculated
based on field measurements at the test site. Concurrently, the environmental variables [15, 16] were
also measured at the test site. In this study, we collected data on daily basis for three months spanning
April 13, 2016 through July 13, 2016. The soiling ratio is the most frequent statistic for calculating
soiling loss. The ratio between the performance of a soiled PV device in outdoor conditions and the
performance of the same PV device without soiling is expressed by this measure, which is described
in the IEC 61724-1 standard [19]. The measure of PV performance loss due to soiling measurements
are available for 90 days, out of which 80 days were considered for modeling in which all selected
variables’ measurements were available for the analysis. To ensure there was neither overfitting
or underfitting in the training and testing data, two methods of cross validation were used. The
hold-out cross validation approach was performed initially, with the data split. In this study, 75%
of the data was utilized to train the models and 25% was used to test them. The Gaussian Process
Regression approach was also tested using k-fold cross validation, where the data was separated into
k equal numbers of sets using this validation procedure. The first set is utilized as test data on the first
trial, while the remaining sets are used to train the model. The daily values after a cleaning or rain
event were not included in this study.
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4. Performance Evaluation Criteria
Several evaluation matrices were employed in assessing the efficiency of a model. Although, this
study uses Nash-Sutcliffe efficiency (NSE), a measure which quantitatively describe the accuracy of
model output [4] and Mean Absolute Error (MAE), is a measure of error between paired observations
expressing the same phenomenon. It is appropriate for applications with linear cost functions. The
equations for NSE and MAE are presented as:

NSE = 1 –
∑N

i=1(Pi–Oi)2∑N
i=1(Oi–Om)2

, (5)

MAE = 1
N
∑N

i=1 |yi – ȳi, (6)

where Pi is the predicted data, Oi is the measured data, Om is the mean value of the reference data,
N is the number of observations, yi is the observed data, ȳi is the forecasted output (or predicted time
series), and y is the observed data.

5. Results and Discussion
The GPR and MLR regression models were employed to train and test an input combination from
our measured dataset in this study. The dataset contains many daily readings of four independent
variables (current, voltage, temperature, and wind speed), as well as a dependent variable (power
expected) related to PV module soiling effects. Within the range of -1 and 1, the data was normalized.
As different independent variables have similar effects on the behavior of the networks regardless of
their magnitudes, this will ensure changes in the signals. One of the most important advantages of
the GPR model over other machine learning methods is its ability to capture the uncertainty of the
model directly. It is flexible, easy to implement, and gives the ability to add prior knowledge and
specification about the shape of the model by selecting different types of kernels. GPR directly gives
a distribution for the prediction value, rather than just one value as the prediction. All the models
(Rational quadratic, squared exponential and Matern5/2) were developed using MATLAB software
2021a.

Table 1: Results of the performance evaluation of the developed models.

Model Training phase Testing phase
NSE MAE NSE MAE

GPR-R 0.9745 0.0796 0.8604 0.0796
GPR-S 0.9745 0.0796 0.8604 0.0796
GPR-M 0.9745 0.0784 0.8604 0.0796
MLR 0.9738 0.0750 0.8564 0.0750

The modeling results, in terms of performance evaluation criteria (NSE and MAE) are presented
in Table 1, which indicates the superiority of the GPR-Matern52 with the highest NSE (0.9745
and 0.8604) and lowest MAE (0.0784 and 0.0796) in both training and testing phases, respectively.
Besides, the Fig. (2) a-d illustrated the correlation results of the predicted functions in comparison
to the observed data points in the time series plot for both training and testing modes.

The NSE correlation between the four models using the radar plot is shown in Fig. 3 A radar
plot is a multivariate analysis tool that can use quantitative indicators to better reflect qualitative
problems. The Fig depict the superiority of GPR-M as it moves close to unity over the other models.
Moreover, the bar plot as described in Fig. 4 proves that MLR for MAE (0.07502 and 0.07502) in
training and testing is superior with minimal error over GPR-R, GPR-S, and GPR-M.

Fig. 5 shows the MAE correlation between the four models (GPR-R, GPR-S, GPR-M and MLR)
using the radar plot. A radar plot is a multivariate analysis method that can be used to better represent
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Figure 2: Correlation Results of predicted and observed values of; (a) GPR-R (b) GPR-S (c) GPR-M and
(d) MLR models in training and testing mode.

qualitative issues using quantitative data. The graph depicts GPR-M’s dominance over the other
models as it approaches unity. Furthermore, the bar plot in Fig. 6 reveals the superiority of GPR-R,
GPR-S, GPR-M as against MLR for NSE in training and testing is with small error.
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Figure 3: NSE Radar plot for training and testing; GPR-R, GPR-S, GPR-M and MLR models.

6. Conclusion
Predicting the power yield of PV modules is critical for supplying steady solar energy in micro-grids
and grid integration. The feasibility of a nonlinear novel computing algorithm for the simulation of
power expected with a machine learning approach is presented in this research. All of the models
described here have the advantages of being simple to use and apply, which increases confidence in
their use. The models’ prediction skills were assessed using metrics such as the NSE and MAE. The
results revealed that the nonlinear models developed in this work performed good in estimating the
predicted power of a soiled PV module with minimal error in GPR-M (MAE = 0.0784 and 0.0784
and high efficiency in NSE = 0.9745 and 0.8604) in training and testing respectively. As a result, it
can be stated that GPR-M is a promising method for predicting expected power that can also be
used to predict other essential PV module attributes. However, it was discovered that the choice of

Figure 4: Bar plot comparing the MAE values of; GPR-R, GPR-S, GPR-M and MLR models in training
and testing mode.
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Figure 5: MAE Radar plot for training and testing; GPR-R, GPR-S, GPR-M and MLR.

Figure 6: Bar plot comparing the NSE values of; GPR-R, GPR-S, GPR-M and MLR models in training
and testing mode.

input parameters had an impact on the model. As a result, sensitivity analysis should be performed
to assess the importance of input parameters, which may aid in the appropriate selection of input
elements for improved predictive model performance.
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